Obstacles to
Predictive Logistics

A method for sustainment in a communication-challenged environment

ne of the problems confront-
ing logisticians today is the
execution of predictive lo-
gisticsand sustainmentina
communications-denied environment.
How does the logistician ensure sup-
ported units receive sufficient sustain-
ment to conduct persistent operations
when the supported unit cannot com-
municate its requirements? Would it be
a push system for sustainment? A pull
system? Or some type of hybrid system?
Additionally, how does the logistician
provide sustainment while managing
the physical signatures and patterns of
life resupply actions of the supporting
and supported units to frustrate adver-
sary sensing and targeting activities?
Does the future operating environment
diminish the relevancy of employing
scheduled resupply run concepts?
This article discusses a hybrid push-
pull model that bases the provision of
sustainment on probability using pre-
established cache site locations known
to both the supported and supporting
uhits in 2 communication-denied or
degraded environment, effectively dem-
onstrating enhancements to sustain-
ment success despite operating in an
envirenment of uncertainty.

The following scenario illustrates
how to construct and analyze a simple
hybrid push-pull model. First, assume
the supported and supporting units
are unable to communicate with each
other. Second, assume there are three
pre-positioned cache sites full of the
required sustainment materiel for a
supported unit in a hypothetical area
of operation. Third, assume that the
supported unit can only make one
trip to any one of the three cache sites
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Figure 1. Sustainment Turn example. (Figure provided by author.)

in a given time interval to retrieve the
sustainment material. Fourth, assume
that the supporting unit can only make
one trip to any one of the cache sites
in the same given time interval for the
purpose of replenishing the cache site.

If the cache is empty, the supporting

unit replenishes the cache. It it is full,
the supporting unit does not replenish
the cache. Fifth, for simplicity, assume
the supported unit attempts to retrieve
the sustainment material before the
supporting unit attempts to replenish
the cache site. The completion of one

retrieval and one replenishment attempt
is considered one turn. Figure 1 depicts
an example of one turn. Herea yellow-
colored cache indicates a cache full of
sustainment material in a hypothetical
operating environment. The full turn
sequence displayed in Figure 1 is initial
sustainment conditions, retrieval at-
tempt by the supported unit, replenish-
ment attempt by the supporting unit,
and resulting sustainment conditions
to start the next turn.

In the Figure 1 example, the sup-
ported unit randomly chooses cache
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1to attempt to retrieve sustainment
material and is successful. The sup-
porting unit randomly chooses cache
2 to replenish; however, it is already tull
of sustainment. This leaves two caches
tull of material before the supported
uhit makes its next attempt to retrieve
sustainment material.

What will the success rate of the
supported unit be in retrieving sus-
tainment material from the cache if it
simply guesses what cache to retrieve
the required sustainment from and
the supporting unit also guesses what
cache to replenish? To answer this
question, we can employ a technique
known to operations research analysts
as 2 Markov Chain. A Markov Chain
is a stochastic model that represents a
sequence of probable events where the
probability of the next event occurring
only depends on the current conditions
ot state (2 chain of events). Events that
occur before the current conditions
will have no effect or influence on the
probability of what will occur next in
the sequence of events. Table 1 depicts
the scenario described above after one
turn represented as a Markov Chain.

1 2
1 55,6% 44.4% 0.0%
22.2% 56.7% 11.1%
3 0.0% 56.7% 33.3%

Table 1. Cache random retrieval and replen-
ish (after one turn),

The numbers to the left of the table
indicate the possible states before the
execution actions of the supported and
supporting units in a given turn. That is
the possible mimber of pre-positioned
caches that are filled with the required
sustainment material before the sup-
ported unit randomly chooses a cache
toattempt to retrieve sustainment mate-
rial. Using the example in Figure 1, the
appropriate state to reference in Table
1 based on the starting conditions of
having all three cache sites full of sus-
tainment will be the third row.

The numbers along the top of Table
1 indicate the possible states after the
execution actions of the supported and
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supporting units at the conclusion ot a
given turn. That is the number of pre-
positioned caches holding sustainment
material after the supporting unit at-
tempts to replenish one of the three
caches. Using the example in Figure
1, the appropriate state to reference in
Table 1 will be the second column in-
dicating two caches remain tull at the
end of the turn.

The percentages within the table cells
represent the transition }iJrobabilities of
the system during a single time interval
encompassing one resupply attempt and

no matter what cache the supporting
unit chooses to replenish, there isa 0.0
percent chance there will only be one
cache filled with sustainment during
the next opportunity the supported
unit attempts to retrieve sustainment
material (highlighted in green in Table
1).

We can use this same Markov chain
to determine the probabilities of how
many caches will have sustainment
after two attempts by the respective
units simply by multiplying the ma-
trix above with itself one time. Table 2

What will the success rate of the supported unit be in
retrieving sustainment material ... if it simply guess-
es what cache to retrieve the required sustainment

from...?

one retrieval attempt. Each percentage
represents the probability that the sys-
tem will transition from containing the
number of filled caches given on the
left of the table to the number of filled
caches given at the top of the table after
the completed actions of one turn.
Thus, Table 1 demonstrates the pos-
sible future cutcomes of caches filled
with sustainment material as indicated
by the column headers. The support-
ed unit chose to retrieve sustainment
material from cache 1 and left cache
1 empty. When the supporting unit
randomly chooses to replenish one
of the three cache locations there is a
66.7 percent chance they will choose
a location already containing sustain-
ment {cache 2 or cache 3), which results
in only two caches being full the next
time the supported unit attempts to
retrieve sustainment (highlighted in
red in Table 1). There isa 33.3 percent
chance the supporting unit chooses to
replenish the location from which the
supported unit retrieved sustainment
material (cache 1). This would leave
three caches full the next opportunity
the supported unit attempts to retrieve
sustainment material (highlighted in
blue in Table 1). Additionally, given our
assumptions outlined at the beginning,

below shows the results of that matrix
multiplication and demonstrates the
probabilities for the number of caches
we can expect to be filled with sustain-
ment two time intervals from now (after
two turns) given the supported and sup-
porting units are randomly attempting
to retrieve and replenish the caches. For
example, given we started with three
caches full in our example above, we
would reference row three of Table
2 and observe there is a 14.8 percent
chance there willbe only one cache with
sustainment after the units make two
attemptsat retrieval and replenishment
(represented by the third row’s first col-
umn in Table 2). Thereisa 66.7 percent
chance there will be two caches filled
with sustainment (represented by the
third row’s second column in Table 2)
and an 18.5 percent chance there will
be three caches filled with sustainment

1 2
1 40.7% 54.3% 4.9%
2 27.2% 51.7% 1%
3 14.8% 66.7% 18.5%

Table 2. Cache random retrieval and replen-
ish (after two turns).
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(represented by the third row’s third
column in Table 2) after the units make
two attemptsat retrieval and replenish-
ment.

Asmentioned, the Markov Chain is
a memoryless model. Previous events
have no bearing on the probabilities of
tuture outcomes. Going back to the ex-
ample of Figure 1,if we wanted to know
the probabilities for full caches at the
beginning of the next turn (that is the
beginning of the second turn) after our
first turn yielded the condition of only
having two caches full, we simply look
at the second row of Table 1 to deter-
mine the probabilities of the resulting
caches for the next immediate step.

If we were to conduct this matrix
multiplication over and over again, we
can find the probability of the future
number of expected filled caches after
any number of attempts to retrieve and
resupply sustainment by the support-
ed and supporting units. In fact, after
multiple matrix multiplications, we tind
the transition probabilities within the
matrix converge to steady states. This
means at any given current state for the
number of caches filled, we can calcu-
late the expected probability that there
will be one, two, or three caches filled
after a number of attempts at retrieval
and replenishment by the supported
and supporting units. Table 3 shows
the steady states for our current cache
sustainment systern.

1 2
1 30.0% 60.0% 100%
2 30.0% 50.0% 100%
3 30.0% 50.0% 100%

Table 3, Cache random retrieval and replen-
ish steady-states.

In thisinstance, where the units are
randomly selecting which cache to re-
trieve or replenish, the Markov Chain
steady-state probabilities converge
within +/- two percent of the steady-
state probabilities shown in Table 3
after four iterations of retrieval and re-
supply attempts by the supported and
supporting units. This means after four
turns or more, 110 matter how many
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caches are filled (the initial state), we
can expect only one cache will be full of
sustainment material 30 percent of the
time, two caches will be full 60 percent
of the time and all three caches will be
tull 10 percent of the time. Thus, the
expected value of full caches at a given
time is 1.8 (the math for this is simply

vergence to steady-state probabilities
occutting after seven iterations. Despite
the drop in the probability of success,
there is an increase in the supported
and supporting units’ ability to vary
their pattern of life when attempting
to retrieve and replenish sustainment
in the caches. Finally, as the number

In choosing the number of caches to employ, the lo-
gistician faces a tradeoff between the success rate of
sustainment attempts and the variability in the pat-

tern of life...

[30"1] + [.60°2] + [.10°3] = 1.8) and
the steady state probability of success
for the supported unitin retrieving sus-
tainment, in general, is 60 percent (1.8
divided by 3). This assumes there are
no other interfering variables such as
actions from an adversary or weather
which an analyst could introduce into
the model’s complexity to achieve a new
expected probability for successful re-
supply. This example demonstrates a
tundamental method to gain insight
toward successful sustainment if em-
ployed in a degraded or denied com-
munication environment between the
supported and supporting unit.

In choosing the number of caches to
employ, the logistician faces a tradeoff’
between the success rate of sustainment
attempts and the variability in the pat-
tern of life achieved by the supporting
and supported units. Using the scenario
above, 1 one-cache system would im-
prove the steady-state probability of suc-
cess for the supported unit retrieving
sustainment material to 100 percent.
However, there would be no variance
in the pattern of life for the supported
and supporting unit in retrieving and
replenishing sustainment. A two-cache
system has a 66.7 percent steady-state
success probability for retrieving sus-
tainment. In this instance, the system
balancesa decrease in the success prob-
ability with a small increase in the pat-
tern of life variability. A four-cache
system drops the probability of success
toapproximately 57 percent with a con-

of caches employed in the system in-
creases, the steady-state probabilities
convergein a manner that suggestsa 50
percent success rate for the supported
unitin retrieving sustainment material
from a cache. The number of iterations
required to achieve steady state prob-
abilities also increases and we can cal-
culate the expected number of iterations
before achieving a steady state regardless
of whether the system started with all
cache sites full, some full, or even all
cache sites empty.

Obviously, the Markov Chains and
the associated probabilities outlined
in this article are specific to this sce-
nario. The probability of success would
changeif, for example: the supporting
unit makes two attempts to replenish for
every oneatternpt of the supported unit
to retrieve; if there were three supported
units and only two supporting units
involved in the sustainment system; or if
there wasa chance the supported or sup-
porting unit did not makean attempt to
retrieve or resupply sustainment froma
cachessite for any reason (which would
mandate the intreduction of a possible
eventwhere no cache sites are full which
wouldbe reflected as azero to the left of
the table and a zero across the top part
of the table representing our Markov
chain). Additionally, the probability
of success increases when supporting
and supported units can communicate
their intentions. Nonetheless, if resup-
ply and replenishment were completely
random due to communications denial,
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we have shown that the success rate for
the supported unit retrieving sustain-
ment (once achieving a steady state
tor the system) in the above scenario
will range between 50 percent and 100
percent depending on the number of
caches employed. How quickly the
system converges to these steady-state
probabilities depends on several factors.
In our single supported unit and single
supporting unit example, the primary
tactors are the number of possible cache
sites and the number of caches filled at
the beginning. However, whatever the
system variables are, we can model the
system with a Markov Chain once we
determine the transition probabilities.

With the employment of Markov
Chains in planning for a communica-
tions denied or degraded environment,
logisticians and operating units can use
the resulting probabilities to determine
how much material using units should
carry to minimize the risk of deplet-
ing on-hand sustainment, how many

Ipeas & Issues {(LoaGisTics & SUSTAINMENT)

caches to employ to vary the pattern
of life and minimize detection, how
many attempts should be made to re-
trieve and replenish, and how much

of logistics conditions in the planning
and execution of operations in a variety
of ways. In the scenario described in
this article, we demonstrated a funda-

Markov Chains can enhance the understanding of
logistics conditions in the planning and execution of
operations in a variety of ways.

sustainment to place at caches as well as
other logistics planning considerations.
Markov Chains are not just limited to
retrieval and resupply models. They can
be applied to maintenance models to
determine expected future readiness,
manpower models to determine ex-
pected retention rates, and detection
practices to determine rates of success
and failure in finding a target, as well
as other applications. In short, Markov
Chains can enhance the understanding
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mental method of circumventing the
difficulties of sustaining operations in
an environment where the supported
and supporting units are unable to com-
municate with each other.
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